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So what i1s DevOps ?

DevOps is a set of practices

intended to reduce the time to move change to production

while ensuring high quality



Why DevOps ?

Shorten time to value — “from concept to cash”

Increased capacity to innovate

&

Enhanced customer experience
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Why DevOps ?

Rise of Devops influenced by:

* Spread of Agile/LEAN development

* Introduction of (private) Cloud

* Move to a Microservices architecture



Agile at scale leads to demand velocity in infrastructure

SAFe (Scaled Agile Framework) includes DevOps
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Cloud simplifies automatically provisioning (test) environments

PaaS solutions allow you to start quickly

— 1IBMCloud Catalog Docs Support Manage Q, Search for resource... 1391557 - Mark Nieuw... O
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Atoolchain is a set of integrated tools
for development, deployment,
monitoring, and more. Select a toolchain
template. After you create a toolchain, Build and Deplay Templates
you can add more tool integrations to it
ot s ,b Develop a Cloud Foundry app ‘ Develop a Kubernetes app é Develop a Kubernetes app with
Continuously deliver a Cloud nd & Continuous i I } Helm
app with repos and issue tracking app to a Kubernetes Cluster. Continuously deliver a secure Docker
Create a toolchain from an application hosted by IBM. app ”I Kuberne
Helm Chart.

Learn more about toolchains
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MicroServices break up applications in manageable parts
to improve business agility, and leading to many microservices

Web client Mobile client

|J SON Notifications |HTTP,

WebSocket

Client side
Server side

Monolithic application

Code runs in Services
the same

P2 G Repositories

Create, retrieve,
update, delete

Relational
database




MicroServices break up applications in manageable parts

to improve business agility, and leading to many microservices
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DevOps is about Culture...

It s about
- collaboration across roles

- focus on business

not departments

- learning by experimenting

It "s all about people
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DevOps is about “the three ways”

1stway Systems Thinking

2" way amplify Feedback Loops

3@ way Continuous Experimentation & Learning

. this is explained in book “The Phoenix Project”
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Systems Thinking: Value Stream Mapping

—

f |
FCNURE _
agauesst | (MNALISS | | APPROVAL SR TESTING ‘

4 A b i QE&I&N“ . ~ . yP\UDF\Tlm

i
1 = =0 1 - =
£ 'E.'\_:':H..L{\_ f il P Aty =R

1 ?
= - y 1 x = oy A =0 =
i 2 0 ||' J. Lok =Y, A2, LT ; .'"" \_ : il 1 _\_.:I_,_”I;'" '_-p-."'-’:. |I rl‘: 'I 1ﬂq\a o
i) bard - 1Y) [ SpROT- l e x S s L A . o Y A =T¥rE %1 { LA ,
}J'l'k-'lli-'l'."?ﬁl‘\-:-'- r._e_-.'{'x":_r.:.‘:-] wied 4 | IVENLD | A, Sled LI Q4 " o occent Yo vl el ]
i ek L SRt T o L A - ' A = b i
I el E R tond-ois! — ¥ 2 ;| |I \ . "y S .\,___,-l'\r’q. ;"_'“JJ. J'
~ = i . - G W, ek el :
. v Lo aols L, [ K s ekl e e | umﬁaﬁﬁu \g..k"-';
&:JI'E LMl 1Y '-w;‘:l"" :'.-Il.'.‘\f hopc -oxgs = }_‘ fu P2l i CRERTE o Y e W T AR il = A Al Al £
NI e E i X, el - : Chny = :
S O g | [ Sees

AT,

J
g, ) :_,_, r-'-';,_.'_;u' I > - 1. J- Ikt}_:' JJ 1] "] r)ﬂl‘?x




Systems Thinking: Value Stream Mapping

Transport - transfers, handoffs

Inventory - backlog, work in progress (reqs, code)
Motion - task switching, interruptions

Waiting - waiting, approvals, decision making
Overprocessing — relearning, forgotten knowledge
Overproduction - extra features, goldplating
Defect — defects, rework, re-clarification TIH WUUDS

'l‘l'AHTE{ll FOR EHEATIHG
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Systems Thinking: Value Stream Mapping: The Workshop
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Systems Thinking:
e.g. Automated Testing

Automatically testing a release
removes a handover

reduces / eliminates queueing

Testing may include:
functional testing
performance testing

pentesting
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Feedback loops

|

Deming cycle Lean Startup

GSE NatConf 2019 / © 2019 IBM Corporation



Feedback loops (and Shift Left testing)

“80% of development costs are spent identifying
and correcting defects” **

During the
Coding or
Unit Testing
phases

$80/defect
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During the
BUILD phase

$240/defect

During
Quality Assurance
or the System Test
phases

$960/defect

Once released
into production

$7,600/defect

+

Law suits, loss

of customer trust,
damage to brand




Feedback loops

Per release

- quarterly

Coe Build Deploy Test Run

defects
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Feedback loops

syntax-aware editor
coding rules, lint

complexity
< . .
build on-commit
automated unit test
<

deploy on build completion
release dashboard

regression / performance / security test automation
test coverage, test dashboard
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Feedback Loops:
Inform team using Slack

Slack provides build feedback to team

~

C\/4

| B o9

8 , 4
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A

——1.Push code—— '

Developer
GitLab

2.Pull code & Run
tests & Build

6.Send notification to Slack “1 3.Create docker image with
about whole process built code

Jenkins

4.Deploy Docker Image 5.Send Docker image to
to Prod Server Docker Registry

Prod Server

Automated Test, Build&

Deployment Environment Docker Registry




Cont. experiment and learn: DevOps Reference Architecture
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To design a toolchain

Clarify requirements

Make design decisions

#architecture
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Build for brownfield or greenfield ? 555

L/

What existing tools do you have ? ¢

Will the toolchain integrate ?
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Closed Source Open Source

it ) m
Do we prefer open source ? g 08

& @
(Eow

I “5'
0 }S 2 \,

Or vendor based tools?

What do other companies do ?

Do we have the right skills ?
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So what does this look like in a hybrid application landscape ?
... consisting of applications on mainframe and on distributed




DevOps Refere
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Requirements and design

Typical tools include:
Application Discovery

Doors Next Gen
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Source control / code editor

Code Editors
IDE (eclipse based or otherwise)
IDz, Topaz, ...
junit, zUnit
Application Discovery

Sonarqube

Version Control

RTC, Git, BitBucket, SubVersion
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Build, test &
continuous integration

Build
IDE (eclipse based or otherwise)
Dependency Based Build
Maven, Gradle, ...
Test
Rational Test Workbench
zUnit
Continuous Integration
Jenkins, Travis, CircleCI,
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Artifact Management

Typical tools
Rational Team Concert
(Jfrog) Artifactory
(Sonatype) Nexus
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Deployment orchestration

Typical tools include:
UrbanCode Deploy
XL Deploy

Bamboo
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DEVELOPMENT

Runtime & Containers

Typical target environments include: SECURITY RELEASE

Virtualized (VM) environment MANAGEMENT

Vmware (Windows, Linux)

ZD&T (z/0S)
Containerized environment —
Docker (soon...) METRICS ORCHESTRATION

Kubernetes

... Cloud ...
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Conclusions & recommendations

* Defining a toolchain is essentially architecture work
* ...So use NFRs, architecture decisions, ...

* Creating a mainframe+distributed toolchain is feasible
e ... tools supporting all required technologies help
* ... Itrequires co-operation across technologies



Q&A

Questions ?

Any requests ? Tell us !

agnes.ten.brink@nl.ibm.com

GSE NatConf 2018 / © 2018 IBM Corporation




References:
DevOps for Dummies

GSE NatConf 2018 / © 2018 IBM Corporation

Compliments of

o
DevOps

dummies

3rd IEM Limited Edition

\

Sanjeev Sharma

Bernie Coyne



References
The State of DevOps Tools

by Don McVittie
and Alan Shimel

. . ODevOps

State of DevOps

GSE NatConf 2019 / © 2019 IBM Corporation



References
The Phoenix Project

R
(]
i
Y
W
0
L]
by
byl
N,
W
3
D
;:;.
L)
L™




References
The Goal — Theory of Constraints

THE BESTSELLING BUSINESS
NOVEL THAT INTRODUCED THE
THEORY OF
CONSTRAINTS
AN CHANGED HOW
AMERICA DOES BUSINESS

5 uul 1 B B T T L i ¥
GSE NatConf 2019 / © 2019 IBM Corporation — THIRD REVISED EDITION



	Slide 1
	So what is DevOps ?
	Why DevOps ?
	Why DevOps ?
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	DevOps is about Culture…
	DevOps is about “the three ways”
	Systems Thinking: Value Stream Mapping
	Slide 12
	Systems Thinking: Value Stream Mapping: The Workshop
	Systems Thinking: e.g. Automated Testing
	Feedback loops
	Feedback loops (and Shift Left testing)
	Feedback loops
	Feedback loops
	Feedback Loops: inform team using Slack
	Cont. experiment and learn: DevOps Reference Architecture
	To design a toolchain
	Slide 22
	Slide 23
	Slide 24
	DevOps Reference Architecture
	Requirements and design
	Source control / code editor
	Build, test & continuous integration
	Artifact Management
	Deployment orchestration
	Runtime & Containers
	Conclusions & recommendations
	Q&A
	References: DevOps for Dummies
	References The State of DevOps Tools
	References The Phoenix Project
	References The Goal – Theory of Constraints

